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Abstract

Medical diagnosis can be challenging due to the complexity of factors. Uncertainty in the diagnosis process arises from the variability of patient attributes, missing attribute data, and interactions between factors. Fuzzy logic, which can handle cause and effect relationships when there are multiple interrelated variables, is well suited for situations where there is a lot of potential.
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Abstract

Medical diagnosis can be challenging because of a number of factors. Uncertainty in the diagnosis process arises from inaccuracy in the measurement of patient attributes, missing attribute data and limitation in the medical expert’s ability to define cause and effect relationships when there are multiple interrelated variables. Given this situation, a decision support system, which can help doctors come up with a more reliable diagnosis, can have a lot of potential.

Decision trees are used in data mining for classification and regression. They are simple to understand and interpret as they can be visualized. But, one of the disadvantages of decision tree algorithms is that they deal with only crisp or exact values for data. Fuzzy logic is described as logic that is used to describe and formalize fuzzy or inexact information and perform reasoning using such information. Although both decision trees and fuzzy rule-based systems have been used for medical diagnosis, there have been few attempts to use fuzzy decision trees in combination with fuzzy rules. This study explored the application of fuzzy logic to help diagnose liver diseases based on blood test results. In this project, inference systems aimed at classifying patient data using a fuzzy decision tree and a fuzzy rule-based system were designed and implemented. Fuzzy decision tree was used to generate rules that formed the rule-base for the diagnostic inference system.

Results from this study indicate that for the specific patient data set used in this experiment, the fuzzy decision tree-based inferencing out performed both the crisp decision tree and the fuzzy rule-based inferencing in classification accuracy.
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Chapter 1. Introduction

Data mining is the analysis of large amounts of data to discover relationships and patterns that have not been previously discovered by using tasks such as anomaly detection, association rule learning, clustering, classification, regression and summarization. Classification is one of the main tasks of data mining, which helps classify data into different meaningful categories based on a training set [6]. Data mining techniques are widely used even in the medical field [12].

Death from cancer is increasing across the world [30], and one of the most common causes of cancer-related deaths is liver cancer [13]. Every year in America, almost 15,000 people die from liver disease [1]. In underdeveloped countries, resources to detect liver cancer are limited [31], misdiagnosis and lack of availability of health professionals are some other factors which contributes to the delay of early diagnosis of cancer. Late diagnosis can be one of the primary reasons for this increase in the death rate due to cancer [33]. An early diagnosis of the cancer may increase patient’s survival rate [32]. Given this situation, an automatic tool to diagnose any liver disease based on blood test results could be helpful.

Data mining techniques are one of the broadly used techniques in building decision support systems, especially clinical decision support systems [11]. A decision based system to diagnose liver diseases could help doctors with early and more accurate diagnosis, thus decreasing the chances of misdiagnosis. It should be simple such that even general practitioners are able to use it to give advice to patients about the urgency of consulting a specialist if needed.
1.1 Fuzzy Logic

The idea of fuzzy logic was brought to light by Dr. Lotfi Zadeh of the University of California in the 1960s, while he was working on the problem of computer understanding of natural language [14]. Fuzzy logic is described as logic that is used to describe and formalize fuzzy or inexact information. It is an approach to computing based on degrees of truth rather than the true or false values expected in classical Boolean logic. Instead of interpreting facts as absolutely true or absolutely false, fuzzy logic accepts that they can be partly true and partly false at the same time. Application of fuzzy logic has proved itself to be a powerful technique for decision making in many areas [15]. One such area where fuzzy logic has been found useful is medical diagnosis [16].

In general, variations in diagnostic decisions made by medical practitioners arise because of uncertainties or vagueness in patient information used in the diagnostic process. In general, practitioners consider cause and effect relations that tend to give poor results because of its inability to deal with uncertainty in data. In such cases, a fuzzy expert system can be useful. Using techniques such as fuzzy logic can be used in medical diagnosis as more reliable conclusions can be made relating to individual patient’s data. Fuzzy logic can be a powerful technique especially in liver, heart, and diabetes disease diagnosis [8] [16] [17] [18]. A medical diagnosis in such diseases can be a complicated task and needs to be performed more reliably. Fuzzy logic in liver disease diagnosis can help capture the required medical information of patient and come up with diagnosis decisions that are more accurate than traditional approaches in the medical world [18]. Practically in today’s medical world, an expert physician’s experience is specified in fuzzy terms, which helps them to portray the accurate knowledge rather than knowledge with uncertainties [10]. Generally, experts tend to use fuzzy terms while interacting...
with the patient. For example, if a patient visits the doctor’s office. The doctor may use fuzzy terms like “your fever is very high” instead of saying “your fever is 103 Celsius”.

1.2 Decision Trees

Decision trees (DTs) are tree-like structures; they are used in data mining for classification and regression [6]. The goal of DTs is to create a model, which can help predict a target variable based on several input variables. After developing the model, rules can be derived following the path from the root node to the corresponding leaf node; conjunction or disjunction can be used to connect the internal nodes. DTs are simple to understand and interpret as they can be visualized. But, one of the disadvantages of this algorithm is it considers only crisp values for both input and target class.

Figure 1 is a sample decision tree, which was generated using a hepatitis liver dataset by Shankar Sowmien [5]. The attributes such as age, sex, liver big, liver firm, albumin, SGOT, spiders are used to build the decision tree where each attribute has its own range. For example, age attribute has a range from 10 to 90. The classification of this tree is based on the all patient attributes and the class, which helps in classifying whether the patient lives or dies after the diagnosis: One such rule generated by the decision tree is

\[ \text{If } \text{Ascites} \leq 1 \text{ and } \text{Albumin} > 2.8 \text{ and } \text{liver firm} \leq 1 \text{ then patient lives.} \]
In order to build any decision tree using ID3 algorithm, Decision tree is usually built from the root node by dividing into the subsets with homogeneous instances and to calculate this homogeneity of a sample, entropy used. Entropy of each branch is calculated and the branch which has entropy value as zero is considered as root node. After the entropy is calculated, information gain is calculated which is decrease in entropy. The attribute with largest information gain is considered as next decision node and this selection of next attribute continues until all the data is classified.

1.3 Fuzzy Decision Trees

Fuzzy decision trees combine the crisp decision tree with fuzzy set theory, i.e. the crisp values used to split the decision criteria are replaced with fuzzy values. To make rules from the decision trees, the path from the root node to the corresponding leaf node is considered. Conjunction or disjunction is normally used to connect the internal nodes. The same methodology is applied to decision trees using fuzzy logic concepts. The decision on splitting a branch in fuzzy decision
trees can be based on either numerical or linguistic values. This is one of the main advantages of fuzzy decision trees [3].

Rules derived from fuzzy decision trees are easy to read and understand. Each node in a fuzzy decision tree is associated with a variable; each branch is associated with a fuzzy subset of that variable. Hence, rules derived from fuzzy decision trees are fuzzy rules. Let’s consider an example rule from the crisp decision tree shown in Figure 1 above.

*If Ascites <=1 and Albumin <= 2.8 Then Patient Dies*

The above rule requires specific threshold values that can be difficult to derive or agree on. Fuzzy rules accept inexact linguistic values in rules. Using fuzzy rules instead of rules from crisp decision tree can make it a lot easier to understand the rules as they are expressed in linguistic terms such as high, low, medium etc., instead of crisp numerical values. Given below is an example of a fuzzy rule derived from fuzzy decision trees [8]:

*If Age= "Young" AND VR_HG= "High" Then Class= "High"*

The goal of this thesis is to develop an inference system to aid the diagnosis of liver diseases using fuzzy logic where rules are derived from fuzzy decision trees. Unlike traditional approaches, which give uncertain outputs, we propose to use fuzzy logic to come up with a more accurate diagnosis of the patient’s disease. Here fuzzy logic will be used to generate a fuzzy inference system (FIS), which uses fuzzy set theory to map inputs to outputs. The output of the system will be the probability of a patient having liver disease and inputs will be various test results related to liver diagnosis such as Total Bilirubin, SGOT aspartate aminotransferase, SGPT alamine amino transferase, Albumin, and andalkphos alkaline phosphatase.
1.4 Fuzzy Inference Systems

Fuzzy logic can be used to generate a fuzzy inference system (FIS), which uses fuzzy set theory to map inputs to outputs. In case of medical diagnoses, inputs can be patients’ test results, and the output is the diagnostic result. In order to compute the output of the FIS, given the inputs, one must go through the following steps:

1. Inputs are fuzzified using the input membership functions. Membership function is used to graphically represent the input points, and it helps to describe how each input point is mapped to a membership value. Fuzzification is the first and foremost step to build an inference system. It is concerned with transforming the input to fuzzy sets with the help of membership functions called fuzzification.

2. A rule base must be built. A rule base is composed of if-then rules. These rules help in transforming inputs to output, i.e., based on a rule and inputs, the diagnosis of the patient is determined.

3. If a crisp output is needed, then the output should be defuzzified. Defuzzification is the process of transforming fuzzy sets into crisp values. Centroid, bisector, middle, and smallest and largest of maximum are examples of defuzzification methods.

1.5 Thesis Goals

These days, it is a real challenge for a physician to go through patient reports and diagnose the disease due to time constraints. The expert needs to take into account numerous symptoms and diagnostic measurements. They also have to deal with complex relationships between multiple interacting factors; uncertainty introduced by errors in measurement, and missing data. In this situation, a decision support system which can help in assisting an expert to diagnose the disease can come in handy. For instance, this system can help the expert in recommending a preliminary
diagnosis which can be used like a second opinion. It can even be of help to the certified general physician in advising the patient if he/she should consult the specialist or not.

This study aims to validate the following hypotheses:

1. Fuzzy decision trees can outperform crisp decision tree-based systems in the accuracy of classification applied to liver disease diagnosis.

2. Fuzzy decision trees can provide the necessary rules to build a fuzzy rule-based decision support system to diagnose liver disease.

3. Fuzzy rule-based inference systems can outperform fuzzy decision trees in accuracy of classification applied to liver disease diagnosis.

1.6 Thesis Organization

This thesis focuses on liver diagnosis so a literature review on the use of decision trees and fuzzy inference systems will be covered in chapter 2. Chapter 3 discusses the methodology used and how the proposed system is implemented. Chapter 4 covers the experimental results. Finally, conclusion and future work are presented in chapter 5.
Chapter 2. Related Work

Different researchers used different methodologies in the field of medical diagnosis. Some of the applications which are developed so far using decision trees and fuzzy inference systems are discussed below:

Liver disease can be assessed by using various algorithms like the linear discriminant analysis (LDA), diagonal linear discriminant analysis (DLDA), quadratic discriminant analysis (QDA), diagonal quadratic discriminant analysis (DQDA), naive Bayes (NB), feed-forward neural network (FFNN), and classification and regression tree (CART). These Algorithms help to identify the exact problem associated with the liver and guides the doctors for better treatment based on the results generated from the assessment algorithms. Of all the above algorithms, results obtained by CART are proven to be much more accurate, reducing the inefficiency in the results. The accuracy of the results mostly depends on the type of datasets used as input for the algorithms [35].

Different techniques were used for different purposes as explained below.

Artificial Neural Networks is used in the field of medical diagnosis as follows:

- For the early identification of hepatectomised patient [36].
- To cure the hepatobiliary disorders [37].
- For the hepatitis disease diagnosis [38].
- For the classification of liver cyst, hepatoma and cavernous haemangioma [39].
- To diagnose types of cirrhosis [40].
- For the classification of fatty liver, liver cirrhosis and liver cancer [41].
Artificial Immune System is used for the diagnosis of Hepatitis disease. ANN-CBR together is used for knowing the types of liver disorder and their treatment [40].

Fuzzy logic was used to classify liver disorders under Alcoholic liver damage, primary hepatoma, liver cirrhosis and cholelithiasis, to differentiate between healthy and unhealthy liver patients, to diagnose hepatitis, and to perform semi-automatic liver tumor segmentation [47]. After careful examination of all the techniques, it was observed that novice researchers use methodologies such as ANN and Artificial Neural Network combined with fuzzy logic for liver disorder datasets as it has wide acceptance with higher accuracy results [47].

Sow mien et al. proposed a diagnosis system for a type of liver disease called hepatitis using machine learning. They used the C4.5 algorithm to generate a decision tree to find the abnormalities of patient with 19 attributes and obtained an accuracy of 85.81 with their overall study [5].

Kumar and Sahoo wrote a paper in which they used Support Vector Machines (SVM), rule induction, decision trees, Naive Bayes classification, Artificial Neural Networks (ANN), and data mining with K-cross fold techniques for the prediction of liver diseases. The results from their experiments showed that a rule-based classification model with decision tree techniques gave most precise results [9].

In the paper, “Improving the Prediction Accuracy of Liver Disorder Disease with Oversampling,” Hyontai experimented on ‘BUPA liver disorder’ dataset with C4.5 and CART decision trees algorithm. They validated the over-sampling method in minor classes to effectively deal with the data insufficiency problem. The results proved that the oversampling method is effective, and it is more effective when used in the CART decision tree algorithm [4].
Parminder and Aditya used random tree algorithm to generate rules and decision trees for the classification of liver based diseases. Based on the attributes like Neurological, Psychiatric, Pathological, Physical and cognitive and symptoms, the authors generated decision tree using Weka to diagnosis the liver based diseases, such as Wilson, fatty liver, Cholesteric, inherited, and autoimmune. The results show that decision trees can be used to model actual diagnosis of liver cancer for surgical and non-surgical treatment [49].

Eyke Hullermeier performed a survey on why Fuzzy Decision Trees are Good Rankers. The author discovered that Laplace correction significantly increases performance in terms of AUC and un-pruned trees almost always have higher AUC values than standard pruned trees (Laplace correction). In other words, according to the author a single decision tree cannot be both a good classifier and a good ranker at the same time. Whereas, author thinks that Fuzzy decision trees may overcome this problem [50].

Some studies were carried out on medical diagnosis using decision trees and fuzzy logic. Decisions trees were used for cardiovascular dysautonomias diagnosis [8]. The researchers developed a fuzzy decision tree based on patient dataset and compared error rates between crisp and fuzzy decision trees. Their results showed that fuzzy decision trees were better in accuracy than crisp decision trees. Fuzzy decision trees were also used for prediction of the death of a patient with heart failures and the experimental results of this research were shown to be accurate with a sensitivity of 67.3% and a specificity of 62.6% [3].

Among the different techniques used to diagnose the liver disorders, using fuzzy decision trees is preferred for the following reasons [48]:

1. Fuzzy decision trees can handle uncertainty and imprecision in data, which is common in medical diagnosis.
2. They can capture non-linear relationships and interactions between attributes.
3. Fuzzy decision trees can provide a more accurate diagnosis compared to crisp decision trees.
4. They can be used to model complex decision making processes.

In conclusion, fuzzy decision trees offer a powerful tool for medical diagnosis, especially in dealing with liver based diseases.
1. Like the other techniques fuzzy decision trees not only work on true/false values they also work on uncertainty values. For example, if the data values are in between these ranges consider the disease to be like hepatitis or an infection.

2. FL systems are reliable, easy to understand, analyze and train.

3. They can work even with the imprecise and ambiguous data.

4. They work with global-K and fast global-K that gives them the feature of even working with the datasets that high noise and inaccuracy in them.

From the Literature review, it was shown that fuzzy decision trees has many advantages such as it can perform better in accuracy and a good classifier compared to crisp decision tree. Moreover, it was found that artificial neural networks combined with fuzzy logic can be more appropriate to diagnose liver disorders [47].

3.1 Methodology

In order to develop a system designed to perform preliminary diagnosis of the liver disease, three separate inference systems for classification were built: a crisp decision tree, a fuzzy decision tree, and a hybrid system that uses a fuzzy decision tree to derive a set of rules that will subsequently be used in a fuzzy rule-based inference system. All three systems were then evaluated and compared in terms of their accuracy and ease of understanding. The steps given below highlight the construction and evaluation of a fuzzy decision tree-based inference system.

3.2 Implementation

**Step 1: Data Acquisition and Pre-processing**

A public dataset, ILPD (Indian Liver Patient Dataset), consisting of 583 patient records, was downloaded from the UCI Machine Learning Repository [19]. The dataset was collected from the Northeast of Andhra Pradesh, India, and contains 416 records of patients diagnosed with liver disease and 167 records of patients diagnosed to be free from liver disease.
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3.1 Methodology

In order to develop a system designed to perform preliminary diagnosis of the liver disease, three separate inference systems for classification were built: a crisp decision tree, a fuzzy decision tree, and a hybrid system that uses a fuzzy decision tree to derive a set of rules that will subsequently be used in a fuzzy rule-based inference system. All three systems were then evaluated and compared in terms of their accuracy and ease of understanding. The steps given below were followed to build the three inference systems:

i. Data Acquisition and pre-processing.

ii. Construction and evaluation a crisp decision tree-based inference system.

iii. Construction and evaluation of a fuzzy decision tree-based inference system.

iv. Construction and evaluation of the hybrid fuzzy rule-based inference system.

3.2 Implementation

Step 1: Data Acquisition and Pre-processing

A public dataset, ILPD (Indian Liver Patient Dataset), consisting of 583 patient records, was downloaded from the UCI Machine Learning Repository [19]. The dataset was collected from the Northeast of Andhra Pradesh, India, and contains 416 records of patients diagnosed with liver disease and 167 records of patients diagnosed to be free from liver disease.
The dataset contains 10 attributes: age of the patient, gender, total bilirubin, direct bilirubin alkaline phosphotase, alamine aminotransferase, aspartate aminotransferase, total proteins, albumin, and albumin and globulin ratio. Each record in this data was already classified by experts and the diagnosis is stored in a variable called *class label*. The value for each attribute is a binary number; 0 or 1, where 0 indicates that the patient is a liver patient and 1 indicates that the patient is not a liver patient. Each attribute in the dataset has its own significance in diagnosing the liver disease as described in the table 1 below:

<table>
<thead>
<tr>
<th></th>
<th>AGE</th>
<th>GENDER</th>
<th>TB</th>
<th>DB</th>
<th>AAP</th>
<th>SGPT</th>
<th>SGOT</th>
<th>TP</th>
<th>ALB</th>
<th>A/G</th>
<th>CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>66</td>
<td>Male</td>
<td>0.6</td>
<td>0.2</td>
<td>100</td>
<td>17</td>
<td>148</td>
<td>5</td>
<td>3.3</td>
<td>1.9</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>Male</td>
<td>1</td>
<td>0.3</td>
<td>180</td>
<td>56</td>
<td>111</td>
<td>6.8</td>
<td>3.9</td>
<td>1.85</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>63</td>
<td>Female</td>
<td>0.9</td>
<td>0.2</td>
<td>194</td>
<td>52</td>
<td>45</td>
<td>6</td>
<td>3.9</td>
<td>1.85</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>Female</td>
<td>0.9</td>
<td>0.2</td>
<td>316</td>
<td>25</td>
<td>23</td>
<td>8.5</td>
<td>5.5</td>
<td>1.8</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>35</td>
<td>Female</td>
<td>0.9</td>
<td>0.2</td>
<td>190</td>
<td>40</td>
<td>35</td>
<td>7.3</td>
<td>4.7</td>
<td>1.8</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>43</td>
<td>Female</td>
<td>0.9</td>
<td>0.3</td>
<td>140</td>
<td>12</td>
<td>29</td>
<td>7.4</td>
<td>3.5</td>
<td>1.8</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>62</td>
<td>Male</td>
<td>5</td>
<td>2.1</td>
<td>103</td>
<td>18</td>
<td>40</td>
<td>5</td>
<td>2.1</td>
<td>1.72</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>48</td>
<td>Male</td>
<td>0.7</td>
<td>0.2</td>
<td>326</td>
<td>29</td>
<td>17</td>
<td>5.5</td>
<td>8.7</td>
<td>1.7</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>Female</td>
<td>0.5</td>
<td>0.1</td>
<td>206</td>
<td>28</td>
<td>21</td>
<td>7.1</td>
<td>4.5</td>
<td>1.7</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>Male</td>
<td>1.1</td>
<td>0.3</td>
<td>175</td>
<td>20</td>
<td>19</td>
<td>7.1</td>
<td>4.5</td>
<td>1.7</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>25</td>
<td>Female</td>
<td>0.9</td>
<td>0.3</td>
<td>159</td>
<td>24</td>
<td>25</td>
<td>6.9</td>
<td>4.4</td>
<td>1.7</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>50</td>
<td>Male</td>
<td>0.9</td>
<td>0.2</td>
<td>202</td>
<td>20</td>
<td>26</td>
<td>7.2</td>
<td>4.5</td>
<td>1.66</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>40</td>
<td>Female</td>
<td>2.1</td>
<td>1</td>
<td>768</td>
<td>74</td>
<td>141</td>
<td>7.8</td>
<td>4.9</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>68</td>
<td>Male</td>
<td>1.8</td>
<td>0.3</td>
<td>151</td>
<td>18</td>
<td>22</td>
<td>6.5</td>
<td>4</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>54</td>
<td>Male</td>
<td>2.2</td>
<td>1.2</td>
<td>195</td>
<td>55</td>
<td>95</td>
<td>6</td>
<td>3.7</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>31</td>
<td>Male</td>
<td>0.6</td>
<td>0.1</td>
<td>175</td>
<td>48</td>
<td>34</td>
<td>6</td>
<td>3.7</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>31</td>
<td>Male</td>
<td>0.6</td>
<td>0.1</td>
<td>175</td>
<td>48</td>
<td>34</td>
<td>6</td>
<td>3.7</td>
<td>1.6</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>29</td>
<td>Male</td>
<td>0.7</td>
<td>0.2</td>
<td>165</td>
<td>55</td>
<td>87</td>
<td>7.5</td>
<td>4.6</td>
<td>1.58</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>70</td>
<td>Male</td>
<td>1.4</td>
<td>0.6</td>
<td>146</td>
<td>12</td>
<td>24</td>
<td>6.2</td>
<td>3.8</td>
<td>1.58</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>17</td>
<td>Male</td>
<td>0.9</td>
<td>0.2</td>
<td>224</td>
<td>36</td>
<td>45</td>
<td>6.9</td>
<td>4.2</td>
<td>1.55</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>28</td>
<td>Female</td>
<td>0.8</td>
<td>0.2</td>
<td>309</td>
<td>55</td>
<td>23</td>
<td>6.8</td>
<td>4.1</td>
<td>1.51</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>37</td>
<td>Male</td>
<td>0.8</td>
<td>0.2</td>
<td>195</td>
<td>60</td>
<td>40</td>
<td>8.2</td>
<td>5</td>
<td>1.5</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td>Male</td>
<td>1</td>
<td>0.2</td>
<td>189</td>
<td>52</td>
<td>31</td>
<td>8</td>
<td>4.8</td>
<td>1.5</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2. A snapshot of Dataset
Table 1. Attributes and their significance in diagnosing liver disease

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Bilirubin</td>
<td>Total Bilirubin test is used to detect the levels of bilirubin in the blood i.e. either increased or decreased in the blood. This test helps to identify the presence of jaundice in the blood i.e., too much Bilirubin in the blood can cause jaundice or icterus and this test also helps in identifying the various liver syndromes [20]. Generally, bilirubin is a precipitate produced by heme, which in turn is produced by hemoglobin of Red Blood Cells (RBC). This Bilirubin is filtered by liver and in the cases where liver cannot filter this wastage or when excess amounts of it is produced then it leads to the malfunction of the liver causing liver related diseases[20]. Bilirubin is classified into two types. 1. Unconjugated Bilirubin (it is produced by hemoglobin and carried to the liver through proteins) and 2. Conjugated Bilirubin (usually not present in the blood, these are produced in the liver when sugars are attached to Bilirubin) [20].</td>
</tr>
<tr>
<td>Albumin</td>
<td></td>
</tr>
<tr>
<td>Phosphatase (AAP)</td>
<td></td>
</tr>
<tr>
<td>SGOT</td>
<td>SGOT test plays an important role in knowing enzyme levels in the blood. SGOT enzyme is present in RBC, liver, heart, pancreas and various other major organs. Levels of Aspartate Aminotransferase (AST) increases in the blood when an organ gets damaged. The more the extent of damage of organ, the more AST that is released into the blood. This test is usually done to monitor the patient with liver disease [21].</td>
</tr>
<tr>
<td>SGPT (Serum glutamic pyruvic)</td>
<td>SGPT test is one of the most important test and more specific to liver than any other tests. This enzyme is mostly present in liver with minor</td>
</tr>
<tr>
<td>Test</td>
<td>Description</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Transaminase</td>
<td>Usually low levels of alamine aminotransferase are observed in blood. But when liver or other parts containing alamine aminotransferase are damaged, then more alamine amino transferase are released into the blood. Both the tests of SGPT and SGOT can be done at same time and the ratio of SGOT and SGPT helps to find out whether the liver is damaged or not [22].</td>
</tr>
<tr>
<td>Albumin</td>
<td>Albumin test is used to evaluate the function of liver and kidneys i.e., albumin test can help in knowing if the body is absorbing sufficient proteins or not. It plays an important role in preventing fluid in the blood leaking into the tissues. Lower levels of Albumin are a warning that further analysis might be required. Dehydration and high protein diet increase the albumin levels in the blood [23].</td>
</tr>
<tr>
<td>Alkaline Phosphatase (AAP)</td>
<td>AAP test is used to measure the amount of alkphos enzyme in the blood and helps to determine how well the liver is functioning and also for the bone disorders. Usually the blood has low levels of ALP, but when the person has liver or bone disorders then more ALP is observed in that person's blood. Checking the alkphos levels is necessary for a liver function test and helps to determine if liver is damaged or diseased [24].</td>
</tr>
<tr>
<td>Total Proteins</td>
<td>Total Proteins test is used for the calculation of total proteins and globulins present in the body. Generally, this test is performed on the patients who have weight loss, kidney and liver diseases. Less number of proteins in the body leads to fatigue, kidney disorders and liver malfunctions [25].</td>
</tr>
</tbody>
</table>
Direct Bilirubin test is used to check malfunction of the liver. Usually the blood has lower levels of alkaline phosphatase. Increased levels of malfunctioning of the liver leads to increased levels of alkaline phosphatase in the blood. This test is always performed in conjunction with Aspartate Aminotransferase and Alanine Aminotransferase.

**A/G ratio**

A/G ratio test is most of the times performed in conjunction with the total proteins test. This test is used to analyze the albumin and globulin ratio. If A/G ratio is not in the normal range then there are the chances of the patient going through fatigue and bone disorders [26].

Data pre-processing helps convert the raw data into system acceptable format. Input data needs to be processed before feeding it into the system; this pre-processing includes data cleaning, normalization, transformation, feature extraction ... etc. To help with this research, data cleaning was performed. Records which had missing and abnormal values were removed. The general process involved two phases as described below:

**a. Dealing with missing data:**

Not all the times the missing data has to be considered for the experimental process. It all depends on the impact of missing data on the final response. If the missing data has nothing to do with the final output then it can be neglected and if the same missing data plays a crucial role in the final output then it has to be given utmost importance.

This problem can be overcome by two methods [27].

1. Deleting the missing data: If the missing data doesn't have any impact on final output or if the data is missing at random intervals then such data can be removed.
2. Filling the missing data based on the rest of the datasets: In this case the average of the available data sets is taken and replace those with the missing values.

It was found that there were only four data records with missing values out of 583 data records in total. As this is a low number compared with the total number of records, those four data records were just deleted.

b. Dealing with outliers:

An outlier can be considered as an odd value or a distracting value in the dataset that reduces the analytical capability of a dataset. One of the ways to deal with the outliers is to delete them.

Figure 3. SGOT dataset versus frequencies

Figure 3 shows a visualization of one of the attributes called SGOT in the dataset that is used in this research. The outliers are observed at two points after the data visualization. One at 4929 and the other at 2946 and the rest of the values are under the value of 2000. Hence, these two outliers were deleted from the data.
Step 2: Construction and evaluation of Crisp Decision Tree

As shown earlier in Figure 2, there are 10 input attributes and one selector field labeled by experts. Each record in the patient dataset is already classified based on the corresponding patient’s diagnosis by medical experts. This classification is represented by the column headed “Class”, with a 0 label indicating that the patient is a liver patient and 1 indicating that the patient is not a liver patient. The decision tree helped in deriving the combinations of input attributes by which the class was labeled.

By trial and error method, crisp decision trees were developed using Weka 3 which is free-ware software available online used to build the crisp decision tree using the Indian Liver Patient dataset [29]. Two crisp decision trees were developed one tree with fewer rules and lower accuracy and other tree had more rules and higher accuracy. Both the decision trees were built using C 4.5 algorithm. At each and every node of the tree, C4.5 chooses the attribute which has the highest normalized information gain to make the decision. A visualization of the crisp trees is shown in Figure 4 and Figure 5. The decision tree shown in Figure 4, has 19 rules with 69% accuracy, while the decision tree shown in Figure 5 has 1547 rules with accuracy equals 86.44%.

Figure 5. Crisp decision tree with 1547 rules

To derive the rules from a crisp decision tree, each path from root node to leaf node is considered. An example rule can be obtained by following a path from the root node to a leaf node, which represents a classification as can be seen in Figure 6.
To derive the rules from a crisp decision tree, each path from root node to leaf node is considered. An example rule can be attained by following a path from the root node to a leaf node, which represents a classification as can be seen in Figure 6.
Sample rule for the branch shown in Figure 6:

*If SGPT is not equal to 10 and if AAP = 146 then the patient has liver disease.*

**Step 3: Construction and evaluation of the fuzzy decision tree**

To build a fuzzy decision tree, the membership values of each input variable in the associated fuzzy sets are computed. Examples of membership functions for Total Bilirubin and Direct Bilirubin attributes are shown in Figure 7. Different attributes with corresponding fuzzy sets and their ranges are shown in Table 2.

(a) Membership for the attribute Total Bilirubin  (b) membership for the attribute Direct Bilirubin

Figure 7. Membership functions for Total and Direct Bilirubin
Table 2. Different attributes with corresponding fuzzy sets and their ranges

<table>
<thead>
<tr>
<th>Input Attribute</th>
<th>Range</th>
<th>Fuzzy Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGE</td>
<td>0-25</td>
<td>Young</td>
</tr>
<tr>
<td></td>
<td>20-60</td>
<td>Adult</td>
</tr>
<tr>
<td></td>
<td>45-90</td>
<td>Old</td>
</tr>
<tr>
<td>Total Bilirubin</td>
<td>0-0.3</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>0.1-1.3</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>1.0-32.6</td>
<td>High</td>
</tr>
<tr>
<td>Direct Bilirubin</td>
<td>0-0.3</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>0.2-1.3</td>
<td>High</td>
</tr>
<tr>
<td></td>
<td>30-875</td>
<td>High</td>
</tr>
<tr>
<td>SGOT Aspartate Aminotransferase</td>
<td>0-40</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>30-950</td>
<td>High</td>
</tr>
<tr>
<td>Total Protein (TP)</td>
<td>0-7</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>5-8.35</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>7.9-9.2</td>
<td>High</td>
</tr>
<tr>
<td>Albumin (ALB)</td>
<td>0-3.2</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>2.8-5</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>4.3-5.5</td>
<td>High</td>
</tr>
<tr>
<td>Albumin and Globulin Ratio (A/G)</td>
<td>0-0.8</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>0.6-1.9</td>
<td>High</td>
</tr>
</tbody>
</table>

The fuzzy decision tree is built using the FID 3.5 software developed by Professor Cezary Z. Janikow [33]. This software requires three files to build the fuzzy decision tree:

1) Attributes file, 2) Events file, and 3) Templates file.
The first file contains all the attributes along with their fuzzy sets were converted into a specific format. Snapshot of the file format is shown in Figure 8 below;

---

**Figure 8. A snapshot of the attributes file format**

<table>
<thead>
<tr>
<th>File</th>
<th>Edit</th>
<th>Format</th>
<th>View</th>
<th>Help</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**AGE 1 3 0 90**
Young 0 0 0.1 0.3
Adult 0.2 0.3 0.4 0.6
Old 0.5 0.9 1 1

**GENDER 0 2**
Male
Female

**TB 1 3 0 32.6**
Low 0 0 0.01 0.012
Normal 0.01 0.02 0.03 0.043
High 0.03 0.5 1 1

---

The first line in the file is the number 10 which denotes the number of attributes. The file contains all attributes names as AGE, GENDER ...etc. The digit 1 next to the AGE attribute represents that the type of Age attribute is Linear (0 is used if the type of attribute is nominal). The digit 3 denotes that there are three linguistic values (represented by three fuzzy sets) associated with the AGE attribute. The range 0 - 90 represents range of values the Age attribute can take. Young, Adult and Old are the names of fuzzy sets associated with the attribute Age.
In the second file, the entire data set is described. 450 records (referred to events in FID terminology) were used to train the tree and 105 events to test the tree.

Snapshot of the event file is shown below:

<table>
<thead>
<tr>
<th>NumEvents</th>
<th>numOfAttributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attr1Value</td>
<td>Attr2Value ... decisionValue weightValue</td>
</tr>
</tbody>
</table>

Figure 10. A snapshot of the Events file

Variable Decision-Value represents the classification of each patient data record into either one of two categories – diagnosed as a liver disease patient and not a liver disease patient.

A sample extract from the event file that was used in building the tree is shown below:

| 66 | Male | 0.6 | 0.2 | 100 | 17 | 148 | 5 | 3.3 | 1.9 | 1 | 1  |
| 27 | Male | 1   | 0.3 | 180 | 56 | 111 | 6.8 | 3.9 | 1.85 | 1 | 1  |
| 63 | Male | 0.9 | 0.2 | 194 | 52 | 45  | 6 | 3.9 | 1.85 | 1 | 1  |
| 28 | Female | 0.9 | 0.2 | 316 | 25 | 23  | 8.5 | 5.5 | 1.8 | 0 | 1  |
| 35 | Female | 0.9 | 0.2 | 190 | 40 | 35  | 7.3 | 4.7 | 1.8 | 1 | 1  |
| 43 | Female | 0.9 | 0.3 | 140 | 12 | 29  | 7.4 | 3.5 | 1.8 | 0 | 1  |
| 62 | Male | 5 | 2.1 | 103 | 18 | 40  | 5 | 2.1 | 1.72 | 0 | 1  |
| 48 | Male | 0.7 | 0.2 | 326 | 29 | 17  | 8.7 | 5.5 | 1.7 | 0 | 1  |
| 17 | Female | 0.5 | 0.1 | 206 | 28 | 21  | 7.1 | 4.5 | 1.7 | 1 | 1  |
| 50 | Male | 1.1 | 0.3 | 175 | 20 | 19  | 7.1 | 4.5 | 1.7 | 1 | 1  |
| 25 | Female | 0.9 | 0.3 | 159 | 24 | 25  | 6.9 | 4.4 | 1.7 | 1 | 1  |
| 50 | Male | 0.9 | 0.2 | 202 | 20 | 26  | 7.2 | 4.5 | 1.66 | 0 | 1  |
| 40 | Female | 2.1 | 1 | 768 | 74 | 141 | 7.8 | 4.9 | 1.6 | 0 | 1  |
| 68 | Male | 1.8 | 0.5 | 151 | 18 | 22  | 6.5 | 4 | 1.6 | 0 | 1  |
| 54 | Male | 2.2 | 1.2 | 195 | 55 | 95  | 6 | 3.7 | 1.6 | 0 | 1  |
| 31 | Male | 0.6 | 0.1 | 175 | 48 | 34  | 6 | 3.7 | 1.6 | 0 | 1  |
| 31 | Male | 0.6 | 0.1 | 175 | 48 | 34  | 6 | 3.7 | 1.6 | 0 | 1  |
| 29 | Male | 0.7 | 0.2 | 165 | 55 | 87  | 7.5 | 4.6 | 1.58 | 0 | 1  |

Figure 11. A sample output from the Events file

It is worth noting that as it was not known which event is more important; all the events were given equal weights.

The third file consists of the default of the template that can be used, all the parameters which help in building the tree like Chi-squared test, fuzzy stop level, type of discretization, etc., are defined here.
FID35 software allows both top down and bottom up discretization, top down approach was used in this research. Top-down discretization performs data-driven discretization by splitting sets spanned over linear non pre-partitioned attributes. Splitting is data-driven, i.e. it performs splitting only on relevant attributes. Set-based inferences were used in building the tree as the set based inferences treat leaves as fuzzy sets. Chi-squared test was performed.

**Step 4: Construction and evaluation of the hybrid fuzzy inference system**

To build the fuzzy inference system we need input data and rules. Input data was available from the Step 1. Rules play a very important role in building the FIS. Fuzzy rules extracted from Step 3 were used in building the fuzzy inference system. An example of how the following fuzzy rule was extracted is discussed below.

\[
[DB=\text{Normal}] [SGOT=\text{Normal}] [TP=\text{Normal}] [AGE=\text{Adult}] [ALB=\text{Normal}] [GENDER=\text{Male}] [SGPT=\text{Normal}] [TB=\text{Normal}] [AAP=\text{Normal}]: \quad \text{IN}=0.97 \quad \text{PN}=1.96; \quad \text{Yes}=0.78 \quad \text{No}=1.18 \quad \text{RS}=0.611 \quad \text{rs}=1.000 \quad \text{bestDec}=1
\]

The set based inference system is an inference which uses the areas and/or centroids of the fuzzy sets to compute the decision value for the dataset. Here, in this paper the fuzzy decision tree uses the centroids of the fuzzy sets to compute the decision value. There are different stopping criteria's used to avoid producing large fuzzy decision trees, one among those is by using "IN" and "PN" in Figure 12.
Figure 12. A sample screen shot of the Tree file generated by the FID software

IN helps in providing information content at which expansion should be stopped and PN helps in providing the minimal event count at which expansion should be stopped. Yes and No in Figure 12 above are the names of decision class, each of these decision classes followed by the centroid values, e.g., the shaded event in Figure 12 has a centroid of 0.78 in the 'Yes' class and 1.18 in the 'No' decision. Best Dec is the delta best value; this uses centroid from majority class in leaf value. In this case it is '1' (having the highest centroid of 1.18) i.e., it belongs to 'No' decision class, as 0 represents decision class 'Yes' and 1 represents the decision class 'No'. From the above record of the tree file, we can derive the fuzzy rule as:

If [DB=Normal] and [SGOT=Normal] and [TP=Normal] and [AGE=Adult] and [ALB=Normal] and [GENDER=Male] and [SGPT=Normal] and [TB=Normal] and [AAP=Normal] then the probability of patient having liver disease is low
The most important thing to build a fuzzy inference system is fuzzy rules. The fuzzy inference system was built using the rules that are extracted from fuzzy decision tree. The same fuzzy sets that were used to build the fuzzy decision tree were used in building the inference system.

Steps to build the fuzzy inference system are discussed below:

Step 1. Variables selection

Inputs and output variables were selected; all the 10 attributes from the data set used in 2 were used as inputs, while the output is the likelihood of person having the liver disease.

![Figure 13. A snapshot of the fuzzy inference system](image)

Step 2. Fuzzification

Fuzzifying the inputs is the first step to build any fuzzy inference system, this is done by transforming the input to fuzzy sets with the help of membership functions. Membership function is calculated for each fuzzy set, i.e. range values are estimated and the shape of the
function is chosen. In this FIS, Trapezoidal membership functions were used for the input variable Age. Age has three fuzzy set values: Young, Adult, and Old as shown in Figure 14.

![Membership function plots](image)

**Figure 14.** Membership function for the fuzzy variable Age

Trapezoidal membership functions were also used for the output fuzzy variable (Probability of patient having liver disease), which have output fuzzy value sets named Low and High as shown in Figure 15.

![Membership function plots](image)

**Figure 15.** Membership function for the fuzzy variable Probability of liver disease
Step 3. Rule Evaluation

The rule-base was constructed from the rules extracted from the fuzzy decision tree.

*If-else* condition and conclusion were used, based on which of the outputs were calculated and controlled. The rule-base derived from the fuzzy decision tree is given below:

1. If *(AGE is Young) and (TB is Normal) and (DB is Normal) and (SGOT is Normal) and (TP is Low)* then *(output 1 is low)*
2. If *(AGE is Adult) and (TB is Normal) and (DB is Normal) and (AAP is Normal) and (SGOT is Normal) and (TP is Low) and (AG is Low)* then *(output 1 is low)*
3. If *(AGE is Adult) and (TB is Normal) and (DB is Normal) and (AAP is Normal) and (SGOT is Normal) and (TP is Low) and (AG is Normal)* then *(output 1 is High)*
4. If *(AGE is Adult) and (TB is Normal) and (DB is Normal) and (AAP is High) and (SGOT is Normal) and (TP is Low)* then *(output 1 is low)*

Step 4: Defuzzification

In this step the outputs obtained for each rule in step into a single fuzzy set, using a fuzzy aggregation operator. Probability of a person having liver disease is calculated by considering the maximum as the aggregation for the output result. The decisions (i.e., probability) are made only after testing all the rules in the FIS, this process is done by aggregation where fuzzy set membership values that represent the outputs of each rule are combined into a single aggregated fuzzy region.
The patient data described in Table 3 below is the sample records from the patient dataset used in this research.

Table 3. Sample patient record

<table>
<thead>
<tr>
<th>AGE</th>
<th>GENDER</th>
<th>TB</th>
<th>DB</th>
<th>AAP</th>
<th>SGPT</th>
<th>SGOT</th>
<th>TP</th>
<th>ALB</th>
<th>A/G</th>
<th>System</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>Male</td>
<td>7.7</td>
<td>4.1</td>
<td>268</td>
<td>213</td>
<td>168</td>
<td>7.1</td>
<td>4</td>
<td>1.2</td>
<td></td>
<td>82.9%</td>
</tr>
<tr>
<td>22</td>
<td>Male</td>
<td>0.8</td>
<td>0.8</td>
<td>198</td>
<td>20</td>
<td>26</td>
<td>6.8</td>
<td>3.9</td>
<td>1.3</td>
<td></td>
<td>27.46%</td>
</tr>
<tr>
<td>48</td>
<td>Female</td>
<td>0.8</td>
<td>0.2</td>
<td>175</td>
<td>48</td>
<td>22</td>
<td>8.1</td>
<td>4.6</td>
<td>1.3</td>
<td></td>
<td>42.18%</td>
</tr>
</tbody>
</table>
Chapter 4. Experimental Results and Discussion

The patient dataset was first divided into training data and testing data. The first 75% of the data were used for training and remaining 25% were used for testing.

Crisp Decision Tree

The best accuracy obtained for the crisp decision tree built in Step 2 of implementation was 86.44%. This tree is too deep with 1560 levels and it is very hard to extract the rules from. By numerous trial and error methods, the tree with best accuracy had an accuracy of 86.4% with 1547 leaves. Each rule is a path from the root node to leaf node, hence there were 1547 rules in this tree.

The system based on a crisp decision tree is quite complex to implement as there are a large number of rules. Even medical practitioners might face difficulty in understanding and evaluating these rules and the results derived from the tree.

Fuzzy Decision Tree

Fuzzy decision tree gave an accuracy of 92.38% with 37 fuzzy rules. Fuzzy rules are easy to understand and the accuracy was quite high compared to the crisp decision tree. To build a fuzzy decision tree we needed fuzzy rules, considering all the factors, the fuzzy decision tree was considered over the crisp decision tree to build an inference system.

Fuzzy Inference system

Fuzzy Inference system was 88.3% accurate in being able to correctly identify the patients suffering from liver disease.
The Surface View is used to show the graphical mapping between any two inputs and any one output, the colors in the graph change according to the output values. Surface view of the output corresponds to the same input as in Table 3. As we can consider only two input values at a time, total Bilirubin and Direct Bilirubin are shown in the example surface view given in Figure 17.

![Figure 17. Surface view of FIS with DB and TB as inputs](image)

Table 4. Comparison of Crisp DT, FDT and Inference System

<table>
<thead>
<tr>
<th></th>
<th>Accuracy</th>
<th>Number of Rules</th>
<th>Ease of Understanding</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crisp Decision Tree</td>
<td>86.67%</td>
<td>1547</td>
<td>Difficult compared to fuzzy decision tree</td>
<td>86.55%</td>
<td>86.06%</td>
</tr>
<tr>
<td>Fuzzy Decision Tree</td>
<td>92.38%</td>
<td>37</td>
<td>Easy to understand</td>
<td>97.7%</td>
<td>89.3%</td>
</tr>
<tr>
<td>Fuzzy Inference System</td>
<td>88.3%</td>
<td>37</td>
<td>Easy to understand</td>
<td>88.3%</td>
<td>87.6%</td>
</tr>
</tbody>
</table>

From the above Table 4 it can be observed that the fuzzy decision tree achieved better accuracy of 92.8% when compared to crisp decision tree (86.67%) and fuzzy inference system (88.3%). Reason behind fuzzy decision tree outperforming crisp decision tree could be because crisp
decision trees deal with only crisp boundary values which sometimes can be unreasonable, for example, person having body temperature of 101.9 diagnosed as low fever and person with body temperature of 102 to be diagnosed as having high fever is unreasonable. Whereas fuzzy decision trees make reasonable decisions, i.e. linguistic values are used instead of crisp values. Along with high accuracy fuzzy rules are even easy to understand. Although fuzzy inference system was built based on rules derived from fuzzy decision trees, it still couldn't outperform the fuzzy decision trees reason behind this could be using smaller dataset or the membership functions used.
Chapter 5. Conclusion and Future work

The purpose of the research described in this thesis was to build a system which could help experts or medical practitioners in preliminary diagnosing of liver disease. To achieve this goal, a crisp decision tree, fuzzy decision tree and a hybrid fuzzy rule-based inference system, which used a fuzzy decision tree to derive rules were developed. As stated in the hypotheses in Chapter 1, it is possible to build a rule-based decision support system with the help of a fuzzy decision tree that can help in diagnosing liver disease. FID software was used to build a fuzzy decision tree and its accuracy outperformed the accuracy of the crisp decision tree. As discussed in Chapter 2, fuzzy decision tree was indeed the best choice compared to crisp decision tree in the field of medical diagnosis especially for diseases related to liver. It was also observed that the artificial neural networks combined with fuzzy logic was the best choice for novice researchers who desire good results, whereas this research shows that decision trees when combined with fuzzy logic can also result in a good performance.

The rules extracted from the fuzzy decision tree were used in building the fuzzy rule based decision support system. The developed fuzzy inference system provided 87.6% accuracy in diagnosing whether the patient has liver disease or not. However, the fuzzy inference system did not outperform fuzzy decision tree in accuracy. The reason behind this could be because of using a small dataset and another reason could be the membership function that was chosen. Using different membership functions might help in obtaining better results.

Acquiring the data is the biggest challenge to perform this research. In the future, it is desirable to obtain a large dataset and apply the same methodology and compare the new results to the results obtained in this thesis. The goal is to develop a fuzzy inference system that could be used in real world.
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Appendix: Fuzzy rules extracted from the fuzzy decision tree

1. If (AGE is Old) and (TB is Normal) and (DB is Normal) and (SGOT is Normal) and (TP is Low) and (AG is Low) then (output1 is High).

2. If (AGE is Old) and (TB is Normal) and (DB is Normal) and (SGOT is Normal) and (TP is Low) and (AG is Normal) then (output1 is High).

3. If (AGE is Young) and (TB is Normal) and (DB is Normal) and (SGPT is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) then (output1 is low).

4. If (AGE is Young) and (TB is Normal) and (DB is Normal) and (SGPT is High) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) then (output1 is low).

5. If (AGE is Adult) and (DB is Normal) and (AAP is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Low) then (output1 is High).

6. If (AGE is Adult) and (DB is Normal) and (AAP is High) and (SGOT is Normal) and (TP is Normal) and (ALB is Low) then (output1 is low).

7. If (AGE is Adult) and (GENDER is Male) and (TB is Normal) and (DB is Normal) and (AAP is Normal) and (SGPT is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) then (output1 is low).

8. If (AGE is Adult) and (GENDER is Male) and (TB is Normal) and (DB is Normal) and (AAP is High) and (SGPT is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) then (output1 is low).

9. If (AGE is Adult) and (GENDER is Male) and (DB is Normal) and (SGPT is High) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) then (output1 is low).
10. If (AGE is Adult) and (GENDER is Female) and (TB is Normal) and (DB is Normal) and (AAP is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) and (AG is Low) then (output1 is High).

11. If (AGE is Adult) and (GENDER is Female) and (TB is Normal) and (DB is Normal) and (AAP is High) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) and (AG is Low) then (output1 is High).

12. If (AGE is Adult) and (GENDER is Female) and (TB is Normal) and (DB is Normal) and (AAP is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) and (AG is Normal) then (output1 is High).

13. If (AGE is Adult) and (GENDER is Female) and (TB is Normal) and (DB is Normal) and (AAP is High) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) and (AG is Normal) then (output1 is High).

14. If (AGE is Adult) and (DB is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is High) then (output1 is low).

15. If (AGE is Old) and (GENDER is Male) and (TB is Normal) and (DB is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Low) and (AG is Low) then (output1 is High).

16. If (AGE is Old) and (GENDER is Male) and (TB is Normal) and (DB is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is Normal) and (AG is Low) then (output1 is High).

17. If (AGE is Old) and (GENDER is Male) and (TB is Normal) and (DB is Normal) and (SGOT is Normal) and (TP is Normal) and (ALB is High) and (AG is Low) then (output1 is low).
18. If (AGE is Old) and (GENDER is Male) and (TB is Normal) and (DB is Normal) and 
(AAP is Normal) and (SGOT is Normal) and (TP is Normal) and (AG is Low) then
(output1 is High).

19. If (AGE is Old) and (GENDER is Male) and (TB is Normal) and (DB is Normal) and
(AAP is High) and (SGOT is Normal) and (TP is Normal) and (AG is Low) then
(output1 is High).

20. If (AGE is Old) and (TB is Normal) and (DB is Normal) and (AAP is Normal) and
(SGOT is Normal) and (TP is Normal) and (ALB is Normal) and (AG is Normal) then
(output1 is High).

21. If (AGE is Old) and (TB is Normal) and (DB is Normal) and (AAP is High) and
(SGOT is Normal) and (TP is Normal) and (ALB is Normal) and (AG is Normal) then
(output1 is High).

22. If (AGE is Young) and (DB is Normal) and (SGOT is Normal) and (TP is High) then
(output1 is High).

23. If (AGE is Adult) and (DB is Normal) and (SGPT is Normal) and (SGOT is Normal)
and (TP is High) and (AG is Low) then (output1 is High).

24. If (AGE is Adult) and (DB is Normal) and (SGPT is High) and (SGOT is Normal) and
(TP is High) then (output1 is High).

25. If (AGE is Old) and (DB is Normal) and (SGOT is Normal) and (TP is High) then
(output1 is low).

26. If (TB is Normal) and (DB is Normal) and (SGPT is Normal) and (SGOT is High)
and (AG is Low) then (output1 is High).
27. If (TB is Normal) and (DB is Normal) and (SGPT is Normal) and (SGOT is High) and (AG is Normal) then (output 1 is low).

28. If (GENDER is Male) and (DB is Normal) and (SGPT is High) and (SGOT is High) then (output 1 is High).

29. If (GENDER is Female) and (DB is Normal) and (SGPT is High) and (SGOT is High) then (output 1 is High).

30. If (TB is Normal) and (DB is High) and (AAP is Normal) then (output 1 is High).

31. If (TB is Normal) and (DB is High) and (AAP is High) then (output 1 is High).

32. If (TB is High) and (DB is High) then (output 1 is High).

33. If (DB is Normal) and (SGPT is Normal) and (SGOT is Normal) and (TP is High) and (AG is Normal) then (output 1 is High).
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